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A Institutional Details

This section provides further institutional details concerning quality report cards, differences

in state regulations, and the reimbursement methodology in Pennsylvania.

A.1 Quality Report Cards

In 1998, the Centers for Medicare and Medicaid (CMS) introduced a web-based nursing

home report card initiative (Nursing Home Compare), which subsequently added more quality

of care measures including health related deficiencies and nurse staffing levels in 2000. In

2002, the Nursing Home Quality Initiative (NHQI) added additional quality indicators. As

highlighted earlier, the main quality dimensions are staffing ratios, clinical outcomes, and the

number of deficiencies, see Figures A.1 and A.2 for details. However, the evidence on the

effects of public reporting on the quality of care remains mixed, see for example Grabowski

and Town (2011).

A.2 External Validity: Pennsylvania and the U.S.

In this subsection, I provide more details on how the nursing home industry in Pennsylvania

compares to other states and provide additional details on mixed payer sources.

The nursing home industry and the regulatory environment in Pennsylvania is, in many

ways, representative for the entire country. While Pennsylvania’s reimbursement rate exceeds

the national average by about $25 per resident and day or one standard deviation in state

averages, the reimbursement methodology is generally quite comparable among states, as

evidenced in the first panel of Table A.1. Like Pennsylvania, about three quarters of all

states in 2002 use a per diem reimbursement rate calculation that adjusts for the severity

of health conditions based on the resident’s case mix index. Similarly, three quarters use
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Figure A.1: Quality Measures on Nursing Home Compare

Notes: This screen shot summarizes the outcome of a nursing home search on the nursing home compare web
page “https://www.medicare.gov/nursinghomecompare/” for the area of State College, PA. Nursing Homes
are ordered by distance and ranked in three quality dimensions. Health inspections, which indicates potential
deficiencies, staffing ratios, and quality measures, which summarize a variety of clinical outcomes. The overall
rating indicated in the first column is a weighted average over these statistics.

a prospective cost-based reimbursement methodology, see Grabowski et al. (2004) for more

details. Furthermore, several states, including New York, California, Ohio, and Florida,

adapted a peer-group based reimbursement methodology, just as in Pennsylvania, over the

last decade.1 Certificate of Need laws, however, differ from state to state; in 2002, those laws

existed in two-thirds of states but not in Pennsylvania.

Nursing homes are, on average, slightly larger in Pennsylvania and the share of for-profit

nursing homes falls short of the national average by about one standard deviation. The share of

public nursing home is on the other hand quite similar. On average, the nursing home industry
1New York (2014): goo.gl/zvot49; California (2004): goo.gl/F3VgRF; Ohio:

http://codes.ohio.gov/oac/5160-3-41v1; and Florida: goo.gl/aQaRI3, all last accessed 10/23/16.
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Figure A.2: Staffing Quality from Nursing Home Compare Quality Report Cards

Notes: This screen shot summarizes the staffing information for an example nursing home that was listed as
one option under the aforementioned nursing home search. The report card provides detailed information on
the number of licensed nurses, which correspond to skilled nurses in my analysis.

appears to be less concentrated in Pennsylvania. The Herfindahl Index (HHI) falls short of the

national average by almost one standard deviation. Furthermore, the nursing home industry

is generally less concentrated than other health care industries. Gaynor (2011) finds a HHI

of more than 3,000 for the hospital industry. The resident composition in Pennsylvania

is overall representative. The composition is slightly selected towards older white women,

who have slightly worse health profiles as demonstrated by a higher case mix index and a

marginally higher average level of need for help with activities of daily living (ADL) such as

eating, toileting, and bathing. The mix of payer types is again very similar. About 62% of

the residents are primarily covered by Medicaid, both in Pennsylvania and at the national

level average level. The share of residents who are primarily covered by Medicare, however, is

slightly smaller in Pennsylvania indicating a larger fraction of residents who pay out-of-pocket.
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Next, I turn to the comparison of health care quality. Industry experts commonly dis-

tinguish between three groups of quality measures. These are nurse staffing levels, clinical

outcomes, and deficiencies that are assigned by state surveyors if nursing homes fail to meet

process and outcome based nursing home care requirements. While the average total nurse

hours are comparable between Pennsylvania and the U.S., Table A.1 indicates that licensed

practical and registered nurse hours (skilled nurses in my analysis) in Pennsylvania exceed

the national average by 6 and 16%, respectively. Consistent with the staffing differences, Ta-

ble A.1 also indicates that nursing homes in Pennsylvania are less likely to receive deficiency

citations, particularly those related to the quality of care.

Finally, I turn to the role of mixed payer types in this industry. The majority of residents

use mixed payer sources to pay for nursing home stays. Only about a third of residents, when

weighted by length of stay, use the same payer source throughout their nursing home stay, see

the diagonal in the right panel of Table A.2. Several seniors are initially covered by Medicare

but start paying out-of-pocket once their stay exceeds the covered number of days. Others

pay out-of-pocket on the first day but become eligible for Medicaid during their stay once

they have spent down their assets.

A.3 Details on Length of Stay

Figure A.3 displays a Kaplan Meier survival curve, which tracks the stock of residents over

time since admission. I focus on the cohort of residents, who were admitted in 2000. I am

able to track resident stays until the end of 2005, which provides information on 5 full non-

censored years for this cohort. Overall, only 4.7% of resident stays in the sample population,

admitted in the years 2000-2002, are censored in terms of their length of stay.

A.4 Reimbursement Formula and Simulated Reimbursement Rate

In this subsection, I provide further details on the Medicaid reimbursement methodology and

the calculation of the simulated reimbursement rates.
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Figure A.3: Kaplan Meier Survival Curve by Years Since Admission
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Notes: This figure displays the fraction of seniors that continue the live in the nursing home by the number
of years since they were admitted.

A.4.1 Reimbursement Formula

Every year, certified nursing homes submit reimbursement relevant cost information to Penn-

sylvania’s Department of Human Services (DHS). Following the detailed Medicaid reimburse-

ment guidelines, the DHS isolates allowable costs and groups them into different cost cate-

gories.2 The different cost categories are: resident care costs (rc), which comprise spending on

health care related inputs, other resident related care costs (orc), administrative costs (admc),

and capital costs (capc). The regulator computes the facility specific arithmetic mean of the

reported average costs by category and assigns the peer group-category specific median cost

level for all but capital costs to each facility in the peer group. Capital costs are reimbursed

directly. The final category specific reimbursement rate for facility j in year t depends on the

median rate and j’s previous average costs according to the following formula:
2See http://www.pacode.com/secure/data/055/chapter1181/s1181.212.html, accessed 11/29/2016.
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Rcaid
jt = min


1.17 ∗med

({
ACrc

k,t−3,4,5

}
p(k)=p(j)

)
,

0.3 ∗ 1.17 ∗med
({
ACrc

k,t−3,4,5

}
p(k)=p(j)

)
+ 0.7 ∗ 1.03 ∗ ACrc

jt−3,4,5

 ∗ cmi
MA
jt

+ min


1.12 ∗med

({
ACorc

k,t−3,4,5

}
p(k)=p(j)

)
,

0.3 ∗ 1.12 ∗med
({
ACorc

k,t−3,4,5

}
p(k)=p(j)

)
+ 0.7 ∗ 1.03 ∗ ACorc

jt−3,4,5

 (A.1)

+ 1.04 ∗med
({
ACadmc

k,t−3,4,5

}
p(k)=p(j)

)
+ ACcapc

jt−3,4,5 .

Here, ACrc
t−3,4,5 denotes the Case Mix Index and inflation corrected average costs for res-

ident care, averaged over the reported cost reports from three, four, and five years ago.

Average resident related care costs, average administrative costs, and average capital costs

(ACorc
t−3,4,5, AC

admc
t−3,4,5 , and ACcapc

t−3,4,5) are corrected for inflation but not for the Case Mix Index

of the residents. Finally, cmiMA
jt measures the Case Mix Index of Medicaid residents in facility

j and p(j) ∈ p1, p2, . . . , p12 refers to facility j’s peer group, defined by size and geographic

region. In words, resident care costs, other related care costs and administrative costs are

reimbursed according to a weighted average of own costs and the median cost level in the peer

group unless own costs exceed the median cost level. In this case, facilities receive the median

cost level. This methodology resembles the “yardstick competition” regulatory scheme in

which the regulator uses the costs of comparable firms to infer a firm’s attainable cost level.

A.4.2 Simulated Reimbursement Rates

In this subsection, I discuss the computation of the simulated Medicaid reimbursement rate

in further detail. I discuss the simulation strategy for the baseline approach in which I treat

counties as locally segmented markets and exploit the full variation in reported costs. I

construct separate simulated cost-block reimbursement rates for resident care costs, resident

related care costs, and administrative costs following the first three rows of equation A.1.
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Specifically, I proceed as follows:

For each cost category, I replace the set of endogenous average costs of providers located in

the county under study with a sample of randomly drawn average costs from the population

of nursing home observations in Pennsylvania in the given year. Notice, that the number

of sampled nursing homes is relevant for the calculation because the reimbursement formula

computes the median resident care cost level. For instance, if I sample too many facilities,

then the median rate will reflect the median level in Pennsylvania, not the median level in the

peer group. This will not bias the parameter estimates, but it will clearly reduce the statistical

power of the IV strategy. On the other hand, one may not want to replace the endogenous

average resident care costs one by one, as the number of facilities in the county under study

may be endogenous. Therefore, I compute the predicted number of facilities per county-peer

group based on the underlying number of elderly residents in the county. Specifically, I first

predict the number of nursing facilities in the county via ordinary least squares regressions on

the number of county residents aged 65 and older by gender. Second, I compute the size group

ratio in other counties of the peer group and multiply the predicted number of facilities by

this ratio. For instance, if 30% of the facilities in other counties have 269 or more beds, then

the predicted number of nursing facilities with 269 or more beds in the county under study

equals 30% times the predicted number of facilities in the county. The predicted number of

facilities addresses the endogeneity concern and it is sufficiently close to the observed number

of facilities, such that the instruments still have substantial statistical power, see the results

section.

Using the set of randomly selected and exogenous average costs from other counties, I sim-

ulate the cost category-specific reimbursement rate for facility j multiple times such that each

of the sampled average cost observations enters the formula once “as facility j” and otherwise

via a competitor in j’s county. As a competitor, the sampled average cost observation affects

the reimbursement rate through the median rate only. As facility j, the sample average cost

observation affects the reimbursement rate through the own costs as well. This distinction is
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relevant for resident and resident related care costs. It is not relevant for administrative costs

because the reimbursement formula is symmetric in the reported administrative costs of all

nursing homes in the respective peer group, see the third row of equation A.1.

Next, I iterate these steps 200 times to minimize the simulation error and keep the arith-

metic mean of these 200 simulated instruments. Finally, I add the cost-block specific reim-

bursement rates together, which delivers a county-peer-group-year specific simulated Medicaid

reimbursement rate.

A.5 Nursing Home Size Distribution

This subsection provides additional details on the nursing home size distribution.

Figure A.4 displays a histogram of nursing home beds in Pennsylvania for the years 2000-

2002. The histogram is censored at 500 beds; fewer than 1% of nursing homes have more than

500 beds. Since 1996, Pennsylvania’s Medicaid reimbursement formula distinguishes between

small (<120 beds), medium-sized (120-269 beds), and large nursing homes (>269 beds), as

indicated by the two vertical dashed lines.3

B Robustness of Reduced Form Analysis

This section provides further details on the robustness exercises for the preliminary analysis.

B.1 Details on Exclusion Restriction

Proposition 1. ACp(j)
−c,t−3,4,5 provide a valid set of instruments if the following two assump-

tions hold:

(SP) εjt is independent of lagged shocks to providers located in other counties from 3 or more
3The outstanding bars from the histogram indicate bunching at multiples of 30 beds. However, I have

extensively investigated robustness of my findings to the bunching and concluded that it is unimportant for
my analysis. Details are available upon request.
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Figure A.4: Nursing Home Size Distribution in Beds

.0
04

.0
08

.0
12

0 100 200 300 400 500
Nursing Home Beds

Pennsylvania 2000-2002

Notes: This figure displays a histogram of the nursing home bed distribution in Pennsylvania for the years 2000-
2002. The vertical dashed lines delineate the size groups defined in Pennsylvania’s Medicaid reimbursement
methodology.

years ago, conditional on Xjt and φct:

εjt ⊥⊥ {ε−ct−k, η−ct−k, X−ct−k, φ−ct−k}k∈3,4,..| Xjt, φct

(SE) εjt is independent of lagged shocks to peer group members located in the focal county

c from six or more years ago, conditional on Xjt and φct, if γ1 6= 0:

εjt ⊥⊥ {εct−k, ηct−k, Xct−k, φct−k}k∈6,7,..| Xjt, φct

Proof. Using equation (3), we can express ACp(j)
−c,t−3,4,5 in terms of Z−c,t−3,4,5, η−c,t−3,4,5, and

log(Y−c,t−3,4,5). Next, we can express log(Y−c,t−3,4,5) in terms of X−c,t−3,4,5,φ−c,t−3,4,5, ε−c,t−3,4,5,

as well as log(R−c,t−3,4,5) if γ1 6= 0. Hence, if γ1 = 0, εjt is mean independent of ACp(j)
−c,t−3,4,5

if εjt is independent of ε−c,t−3,4,5, η−c,t−3,4,5, X−c,t−3,4,5, φ−c,t−3,4,5, considering that Z−c,t−3,4,5 is

by construction a subset of X−c,t−3,4,5.

If γ1 6= 0, then we need to consider the relationship between εjt and R−c,t−3,4,5 as well. Us-
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ing equation (2), we can express R−c,t−3,4,5 in terms of ACp(j)
−c,t−6,7,8,9,10 and AC

p(j)
c,t−6,7,8,9,10. Using

the first argument, we can iteratively replace previously submitted average costs ACp(j)
−c,t−6,7,..

and ACp(j)
c,t−6,7,..in terms of X−ct−6,7,.., φ−ct−6,7,.., ε−ct−6,7.., η−ct−6,7.. and

Xct−6,7,.., φct−6,7,.., εct−6,7.., ηct−6,7...

B.2 Bias From Serial Correlation in County Average Costs

In this subsection, I provide a back-of-the-envelope calculation to bound the potential bias

in the key estimate of interest, γ̂2SLS
1 , that may be introduced through serial correlation in

average costs at the county-year-peer group level. To this end, I impose the following three

assumptions:

• Assumption (DC): εjt is (conditionally) mean independent of Z−ct−3,4,..,X−ct−3,4,.., ε−ct−3,4..,

and η−ct−3,4...

• Assumption (PT): Supported by the evidence presented in Appendix Section B.4, I

assume imperfect pass-through of Medicaid rates onto average costs: ∂log(ACjt)
∂log(Rmcaidjt ) ≤ 1.

• Assumption (TS): Average log costs at the county-peer group level, follow an AR(1)

process with

log(ACp(j)
ct ) = c+ φlog(ACp(j)

ct−1) + u
p(j),ac
ct ,

with u
p(j),ac
ct ∼ iid(0, σ2). Unobserved staffing shocks at the county-peer group level,

ε
p(j)
ct , depend on average log costs from other counties, log(ACp(j)

−ct ) as follows

ε
p(j)
ct = τ log(ACp(j)

−ct ) + u
p(j),ε
ct ,

with up(j),εct ∼ iid(0, σ2).

Assumption (DC) rules out spatial correlation, whereby I can solely focus on the bias from

serial correlation. Assumption (PT) provides a plausible upper bound for the effect of Med-

icaid rates on average costs and ultimately staffing decisions. I will come back to this point
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below. Finally, assumption (TS) imposes structure on the serial correlation in average costs,

which allows me to to provide a quantitative assessment of the potential bias.

Additional Simplifying Assumptions: For the purpose of analytical tractability and

ease of notation, I impose several additional simplifying assumptions. To tighten the exposi-

tion, I ignore the controls in equation (1), such that

log(Yjt) = γ1log(Rmcaid
jt ) + εjt . (B.1)

More importantly, I simplify the Medicaid reimbursement formula along several dimen-

sions. First, I ignore the direct effect of own costs on future reimbursement rates. I revisit

this simplification in footnote 5 below. Replacing the lag series (-3,-4,-5) by the average lag

of relevant cost reports (-4) allows me to simplify the reimbursement formula as follows:

Rmcaid
jt = π ∗median(ACp(j)

c,t−4, AC
p(j)
−c,t−4) .

Again, ACp(j)
c and ACp(j)

−c denote the sequence of reported average costs from peer-group mem-

bers located in j′s county c and other counties −c, respectively.

Second, I approximate the median function by the arithmetic mean, which implies that

the log reimbursement rate is additively separable in average costs as outlined below:

log(Rmcaid
jt ) = log(π ∗median(ACp(j)

c,t−4, AC
p(j)
−c,t−4))

= log(π) +median
(
log(ACp(j)

c,t−4), log(ACp(j)
−c,t−4)

)
≈ log(π) + ρclog(ACp(j)

c,t−4) + (1− ρc)log(ACp(j)
−c,t−4) . (B.2)

Here, the last row uses the approximation, where, ρc captures the share of nursing homes in

the peer-group that are located in j′s county c. Third, I assume that all counties in the peer

group have equally many nursing homes such that ρc = ρ. log(ACp(j)
c,t−4) and log(ACp(j)

−c,t−4)

capture the overall average over log average costs among nursing homes located in county c
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or other counties −c, respectively.

Finally, I approximate log average costs as follows:

log(ACjt) = φ̃zlog(Zjt) + w̃log(Yjt) + log(ηjt) . (B.3)

Bias in the 2SLS estimator: In the simplified framework, (1−ρ)IVjt = (1−ρ)log(ACp(j)
−c,t−4),

qualifies as the simulated instrument.4 Consequently, the 2SLS estimator for γ1 can be ex-

pressed as

γ̂2SLS
1 = cov(log(Yjt), (1− ρ)IVjt)

var((1− ρ)IVjt)
= γ1 + cov(εjt, (1− ρ)IVjt)

var((1− ρ)IVjt)︸ ︷︷ ︸
bias

.

Using the structure from equations (B.1)-(B.3), the bias term can be expressed as

cov(εjt, (1− ρ)IVjt)
var((1− ρ)IVjt)

= cov(εjt, (1− ρ)w̃log(Y p(j)
−ct−4)

var((1− ρ)IVjt)

= cov(εjt, (1− ρ)w̃γ1log(Rmcaid
−ct−4))

var((1− ρ)IVjt)

=
cov(εjt, (1− ρ)w̃γ1ρlog(ACp(j)

c,t−8))
var((1− ρ)IVjt)

+ w̃γ1
cov(εjt, log(ACp(j)

−c,t−8))
var(IVjt)

Here the first and the second equality used assumption (DC), which allows me to ignore the

covariance between εjt on the one hand and η−ct−3,4.., Z−ct−3,4,.. (first equality) and ε−ct−3,4..

(second equality) on the other. The third equality leverages the additive structure in sim-

plified reimbursement formula.5 Assumption (TS) implies that (i) the time series in aver-

4Averaging over the other terms log(π) + ρlog(ACp(j)c,t−4) in equation (B.2), as proposed in the main text,
only adds a constant to the instrument.

5Notice that log(Rmcaid−ct−4) generally also depends on the “own” reported costs of the focal nursing home,
which I assumed away for the purpose of analytical tractability. However, since I am considering an average
over all nursing homes in other counties, the “own” effect would correspond to an average over reported costs
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age costs is weakly stationary with var(log(ACp(j)
−c,t−4)) = var(log(ACp(j)

−c,t−8)) and that (ii)
cov(εjt,log(ACp(j)

−c,t−k))

var(log(ACp(j)
−c,t−k))

= τφk. These properties allow me to rewrite

cov(εjt, log(ACp(j)
−c,t−8))

var(IVjt)
=
cov(εjt, log(ACp(j)

−c,t−8))

var(log(ACp(j)
−c,t−8))

= φ4 cov(εjt, log(ACp(j)
−c,t−4))

var(log(ACp(j)
−c,t−4))

,

where the first equality and the second equality use properties (i) and (ii), respectively. Hence,

we can express the last row of the bias term equation as:

(1− ρ)w̃γ1φ
4 cov(εjt, (1− ρ)IVjt)
var((1− ρ)IVjt)

.

Taking this term on the left hand side and rearranging, we have

cov(εjt, (1− ρ)IVjt)
var((1− ρ)IVjt)

= w̃γ1

1− (1− ρ)w̃γ1φ4
ρ

1− ρ
cov(εjt, log(ACp(j)

c,t−8))
var(IVjt)

.

Next, I replace var(IVjt) = var(log(ACp(j)
−c,t−4)) in terms of the variance of average log

average costs in the focal county, var(log(ACp(j)
c,t−4)) = var(log(ACp(j)

c,t−8)). A county nurs-

ing home share ρ implies that there are 1
ρ
counties in a given peer group. We can express

var(log(ACp(j)
−c,t−4)) as the variance over the other 1

ρ
− 1 county averages, log(ACp(j)

−d ) with

d ∈ {1, 1
ρ
− 1}. Specifically, we have

var(log(ACp(j)
−c )) = var( ρ

1− ρ

1
ρ
−1∑
d=1

log(ACp(j)
−d )) = ρ

1− ρvar(log(ACp(j)
−d ))

+
∑
d 6=d′

cov( ρ

1− ρlog(ACp(j)
−d ), ρ

1− ρlog(ACp(j)
−d′ ))

≥ ρ

1− ρvar(log(ACp(j)
−d )) = ρ

1− ρvar(log(ACp(j)
c )) ,

if cov( ρ
1−ρ log(ACp(j)

−d ), ρ
1−ρ log(ACp(j)

−d′ )) ≥ 0. The evidence presented in Appendix Section B.4,

suggests relatively little spatial correlation in average costs across county boundary indicating

in other counties, which is captured by log(ACp(j)−c,t−8).
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that var(log(ACp(j)
−c )) ≈ ρ

1−ρ ∗ var(log(ACp(j)
c )) is a reasonable approximation. This allows

me to rewrite the bias condition as

cov(εjt, (1− ρ)IVjt)
var((1− ρ)IVjt)

= w̃γ1

1− (1− ρ)w̃γ1φ4
ρ

1− ρ
cov(εjt, log(ACp(j)

ct−8))
ρ

1−ρvar(log(ACp(j)
ct−8))

= w̃γ1

1− (1− ρ)w̃γ1φ4
cov(εjt, log(ACp(j)

ct−8))
var(log(ACp(j)

ct−8))
.

Using the structure of the model, I can express the remaining covariance term as:

cov(εjt, log(ACp(j)
c,t−8))

var(log(ACp(j)
c,t−8))

=
cov(log(Yjt), log(ACp(j)

c,t−8))

var(log(ACp(j)
c,t−8))

− γ1
cov(log(Rmcaid

jt ), log(ACp(j)
c,t−8))

var(log(ACp(j)
c,t−8))

,

where both right hand side covariance terms can be estimated directly. Finally, I have:

bias = w̃γ1

1− (1− ρ)w̃γ1φ4

[
cov(log(Yjt), log(ACp(j)

c,t−8))

var(log(ACp(j)
c,t−8))

(B.4)

− γ1
cov(log(Rmcaid

jt ), log(ACp(j)
c,t−8))

var(log(ACp(j)
c,t−8))

]
.

The bias term depends on the true parameter γ1. Building on the 2SLS estimator, I search

for the largest upward (downward) bias that satisfies the implied sign constraint sign(bias) =

sign(γ2SLS
1 −γ1), the magnitude equality |bias| = |γ2SLS

1 −γ1|, and the imperfect pass-through

condition stated in assumption (PT). I refer to these biases as biasupand biasdown, which imply

the following bounds on the true parameter γ1 ∈ [γ2SLS
1 − biasup, γ2SLS

1 + biasdown].

Quantifying the bias: I focus the discussion on the effects for skilled nurses per resident,

which is the primary endogenous outcome measure of interest. The detailed cost overview

indicates that nurse salaries and fringe benefits comprise about 38% of overall costs. If so, a

one 1% increase in licensed nurse staffing only leads to increase in costs of weakly less than

0.38%, or w̃ ≤ 0.38, see equation (B.3). I conservatively choose w̃ = 0.38 and also ρ = 0.

Assumption (PT) requires w̃γ1 < 1 , which then implies γ1 <
1

0.38 , providing an upper bound
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for γ1.

To estimate the AR(1) coefficient φ, I construct log average costs at the county-year-peer

group level and regress current averages on the four year lag. The four year lag marks the

the average lag over relevant cost reports from 3,4 and 5 years ago. I control for nursing

home and market characteristics as well as county-year fixed effects as stated in equation

(1). I use four different cost measures presented in the four columns of Table B.1. The

first column presents the preferred specification, which uses overall average costs, including

resident care costs (RC), other related care costs (ORC), and administrative costs (ADM),

which are all used in the simulated instrument approach, see Section A.4 for details. The

remaining columns exploit variation from any of these cost categories in isolation. The point

estimates suggest serial correlation over 4 years of at most 0.65.

To quantify the covariance terms, I regress log(Yjt) (log skilled nurses per resident) and

log(Rmcaid
jt ) on the eight year lag in log average costs in the corresponding county-peer group,

which again marks the corresponding average lag over relevant cost reports from 6,7,...,10

years ago. The point estimates are displayed in the second and third row of Table B.1.

Finally, I turn to the bias estimates. The preferred estimates are displayed in the second

row block of the Table. These estimates leverage assumption (PT), which provides an upper

bound for γ1. The estimates suggest that serial correlation may bias the 2SLS estimate

upward by about 0.06 or 5% of the baseline estimate. I do not find a downward bias that

satisfies the constraints, explaining why the upper bound on γ1 equals the 2SLS estimate.

This observation is robust to different values for γ̂2SLS
1 . Reducing (increasing) the baseline

estimate of 1.17 by one standard error (0.29), see Table 2, suggest an upward bias of at most

0.056 (0.025). Again, I do not find a downward bias that satisfies the constraints.

However, if we relax assumption (PT), then there may be a downward bias of up to 2.28,

suggesting that the true parameter may exceed the 2SLS estimate by 195%. This implies a

path-though of more than 125%, which is implausibly large. Importantly, both approaches

suggest that serial correlation is unlikely to lead to a substantial upward bias in the 2SLS
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estimate.

B.3 Spatial Correlation in Staffing and Marginal Costs

In this subsection, I test for spatial correlation in staffing ratios and marginal costs. I consider

the covariance in the respective outcome measure between nursing homes that are spatially

separated by the distance d (in km). Let Li and Lj refer to nursing home i’s and j’s location,

respectively. Then, I consider the covariance between outcome measures Yi and Yj, which are

deviations from the annual mean, conditional on distance d:

Cov(d) = E[YiYj|D(Li, Lj) = d] .

The empirical analogue is given by the following kernel estimator:

ˆCov(d) = 1
Nd,h

∑
i<j

1{D(Li, Lj)− d < h}YiYj ,

where h > 0 is a bandwidth parameter that essentially smoothes the estimate of the condi-

tional expectation. 1{D(Li, Lj)−d < h} is an indicator function that turns on if the distance

between nursing homes i and j differs from the pre-specified distance d by at most h km.

For, example if one is interested in the conditional covariance at a distance d of 10km and

suppose the bandwidth h equals 10km, then the operator simply takes an average over all

cross-products of nursing homes that are within 0km and 20km of reach. The indicator implies

equal weighting of all observations within the bandwidth but can be replaced by alternative

kernels.

Figure B.1 summarizes the spatial correlation in skilled nurses per resident (left graphs)

and marginal costs (right graphs) in a correlogram for different bandwidths. The vertical

axis denotes Moran’s I statistic, Moran (1950), which is the spatial covariance divided by

the own variance. The horizontal line displays distance between nursing homes in kilometers.

The top left figure indicates that there is only very little spatial correlation in skilled nurse
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staffing ratios. The spatial correlation ranges only between -2% and 8% and decreases in

distance. The bottom left figure revisits the evidence with a larger bandwidth. Again, the

level estimates are generally very small. Finally, the vertical line marks the average distance

of nursing homes that belong to the same peer group but are located in a different county.

The average equals 233km.

Figure B.1: Spatial Correlation in Staffing and Marginal Costs

Notes: This figure displays spatial correlation in skilled nurse staffing ratios (left graphs) and marginal costs
(right graphs). The bottom graphs use a larger bandwidth “smoothing” parameter in the underlying kernel
estimator. The vertical axis denotes the spatial correlation in these outcome measures between nursing homes
that are spatially separated by the distance (in km) denoted on the horizontal axis. The vertical lines indicate
the average distance of nursing homes from different counties that belong to the same peer group.

In the case of marginal costs, the spatial correlation drops below 5% after 50km, see the

top right figure. The bottom right graph provides qualitatively similar evidence. Again,

there is only very little spatial correlation between peer-group affiliated counties given that
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